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Instructions: :
1. Attempt all questions. :
2.  Figures to the right indicate full marks ’
3. Each section should be written in a separate answer book

Section 1
Q.1 &
(A Given a set of 5-dimensional categorical samples: (8)
A0 L0 B=1, 0. 1.0), C=(0.0.1.1.0)
D=(0,1,0,1,0, E=(1,0,1,0,1), F=(0, 1, 1,0, 0).
Apply agglomerative hierarchical clustering using:
a) Single-link similarity measure based on Rao’s coefficient.
b) Complete-link similarity measure based on simple matching coefficient SMC.
¢) Plot the dendograms for the solutions to part a) and b).
(B) Given 1-dimensional data set X={-5,0,23.0,17.6,9.23,1.11} normalize the data set using 4)
)Min-Max Normalization[0,1] ii) Min-Max Normalization[-1,1] .

.1
8& A database has five transactions. Let min sup = 60% and min conf = 86 (8)
Find all frequent itemsets using Hash and FP- respective V. €0 fficiency of the two mining processes
TID iterns bought 5 8 v Yad ]
T100 IM,O,NK,E, ¥REG 1A
T200 {D,O,N,K,E;Y?}
T300 | {M, A, K, E}
107400 | (M, U, C, K, Y}
T500 {C,)0, O KsiE) 1 gt 3
(B) A Database has four transactions. Let mininflfisuport ant fidence be 50%. 4)
Tid : ] ltems bb@'t i, Wl Blaabsanil
1 AB,D
2 A,
3 A,
4 e iy B,D; S A
Find out the frequent item sets and Stro ociation rules for the above table using Apriori Algorithm
A What is Core Objﬁé&x lain 7 hgity—Bas#d.QLQsﬁgrin_g Method Based on Connected Regions with Sufficiently High (6)
Dersity: it Y P ITE923 051 vermalize the dathsattan =
(B} Explain Jaccard coefficient SERIOPIS * facimalizatoni | 1] )

Q.2 Suppose that thedata mining task is to cluster the following eight points (with (x, y) representing location) into three clusters: (6)
@), AR, 10, A20, A6, B, 9, B 5, B3(6,4), CI(1, 2), C2(4, 9): .
The distance function clidean distance.Suppose initially we assign A1, Bl,and C1. = ..

, respectively. Use the k-means algorithm to show only

(a) The three cluster ce rs after the first round execution

T

’ ength and weakness of k-means algorithm in comparison with hierarchical clustering schemes (such as

(B)

) éAvR'ecv_il_lct_idn téchﬁiques. (5)
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Q.3
(A) Here 2 *2 contingency table with summarizing the transactions with respect to game and video purchases, Find out 1
Cosine, All-Conf, Lift, :

game game Srow
video 4,000 3,500 7,500
video 2,000 500 2,500
Scol 6,000 4,000 10,000

(B) @ributes: RID, age, income, student, credit rating, Class: buys computer
1, youth, high, no, fair, no

2, youth, high, no, xcellent, no
3 ;middle aged, high, no, fair .yes
4 ,senior ;medium, no, fair, yes

5 .senior ,low, yes, fair, yes -
6 ,senior, low, yes, excellent ,0

7, middle aged, low, yes, excellent, yes

8, youth, medium, no, fair, no

9, youth ,low, yes Jfair, yes

10, senior, medium, yes ,fair ,yes

11 ,youth, medium, yes, excellent, yes

12 ,middie aged ,medium no excellent, yes
13, middle aged ,high, yes ,fair ,yes

14, senior, medium .10, excellent, no
Predicting a class label using naive Bayesian classification,

Where X = (age = youth, income = medium, student = yes, credit rating

kdn

Q4
A) Explain the Balanced Iterative Reducing and Clustering Usj Show how effective is BIRCH? 8

Where, C1= (2, 5), (3, 2), (4, 3) and C2= (5, 2),12,3),(3,F 2 and CF3, |
(B) What Is a Data Warehouse? Explain Subject-oriented, | e-variant, Nonvolatile Data Warehouse. (4]
Q4
(A) Explain the architecture of Datg Warehou‘ [4]
(B) Explain DIM, Fact and Fact- less Fact Fable. [4]
©) Explain Stars, Snowflakes, and Fact tion masfor Multidimensional Databases [4]
Q.5
A) What are the major issues in Data Mi [6]
(B) Explain the different operations (or techni f OLAP with suitable example. [5]

OR
Q.5
(A Explain smoothing, A’e eneralization and Normalization with suitable Example. [6]
lain Interval-Scaled V < ggorical, Ordinal, and Ratio-Scaled Variables with suitable example.
(B) 51
Q.6
(A O Hierarchical Clustering Algorithm Using Dynamic Modeling) Algorithm using Example, [4]
hat the data mining task is to cluster the following eight points (with (x, y) representing location) into three clusters:
s 3), A3(8, 4), BI(5, 8), B2(7, 5), B3(6, 4), C1(1, 2), C2(4, 9):The distance function is Euclidean distance.

(B) -medoids Algorithm. Suppose initially we assign A1, B1, and C1 as the center of each cluster, respectively. Use  [8]

PAM, a k-medoids algorithm for partitioning based on medoid or central objects) algorithm to show only (a)
T centers after the first round execution.
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