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I Attempl a1l quesriorx.
2 Make suilable assumptions wirerever necessarv.
3 Figures to the right indicate Iull rnarks

Section - I

How Artificial Neural Netrvork resembles brain? .21

The inpnts to aFuzzTt Logic Controller are error [-3, 3] and error change [-3. 3] and [10]
the output is control input [-2,21 The values of thcse variables are shown in Figure
For an error of 0.375 and error chalge of -2.25 find the crisp value of the control
rnput.
Use weighted average method fbr defuzzification. The mle base is given as
If the error is positive and error change is positive then control input is positive
If the error is negative or erroi' change is zero control input is negative
lfthe error is zero and error change is negative control input is negative
Ifthe error is uot negative then the control input is zero
I f  f  h p  e r r n r  r r r l c i f  i r y e  q n d  . r r . n r  c h  q r r o r '  i *  z o r n  n n n f  r n l  i - n r , f  i c  n n r i f  i r r a-  . " -  r " " . . '
Shor,v vour compukrtions clearl-v for each of tire foirr tasks involved in findrng the
crisp value of cr-rntrol input.

Que.- 1 (A) What do !.,ou understand bl, the term: lraming. Generalization, Function
approximation in context of ANN.

(B) 'What ar.e the basic iearninq laws? Exoiain the r.-'eisht uDdatinq rules in each leamins
ia',v.
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Que.-  2  (A) What is back propagatiori'/ l)eni'e its leamurg algorithm u'ith a schcmatic two-la1cr

feed forward neural netlvork.
Wnte about linearly separable pirtterns and non-linearly separable patterns in single

la1'er peroe ptron rvith an example.
OR

Que. - 2 (A) There are tr,vo tratnr i . .ren belolv
b"t

0.4
0 .3

Consideinzurahreiwork rvhich has three layers ancl there are three treurons in rnput

layer. tr,r,o ngllrons in hidclen layer, and one neuron in output layer' Consider the

random nonzero values for initral values ofrveights.
Update rhe weights of this neural network using Backpropagation algorithm.

(B) Compare the radial basis function netr,vork ivith rnulti layer perceptron. t?l

Que.- 3 Attenrpt any two

(A) A Hopfield netr,vork rnade up of three neurorls. wirich is required to store the 16l

t8I

131

tel

(B)

X 3  =  [ + 1 .  + 1 ,  + l ] 1

Evaluate tire 3-by-3 slnaptic weight matnx of the network.
(B) How instantaxeous mode and batch mode of trarning can affeci the result of back 16l

prupagatiotr learning'l
(C) Wrat-arc fuzzy reiatiorrs? Explain the operations on f,tzzy rclatious. Explain the t6l

properties $ fuzzy rtlations.

Section - II

Que. - 4 (A) Compare the sirniiarities and ,lifferences between single layer and multi-la.ve r l6l
purocpl-rurrs urd alsr.r discus; irr rvlr;.rl uspectl nulti".laye r pert'.eptrons are advantagci;r-ts

over single layer perceptrons.
(B) Explain Bay's classrficr or Bay"s h1''pothcsis testing procedure

oR
(A) Discuss the use of feedback neururl ncnvork to con\/ert noisy English text to specch tEl

(B) Distinguish between supervised and unsupervised training. l4l

(A) Write a short note on elror detectiotr learnug t4l

(B) Explarn the leaming techniques of Radial Basis Functton netrvork. t7l

OR

follor,vrns three flindamental memories :
Xr  =  [ - l ; -1 ,  - l ] r  X2  =  [+1 ,  -1 ,  - l ] t

(A) Write a short note on memory bar;ed leaming.

(B) Explain the leaming of ANFIS (Adaptive Neuro-Fuzzy Inference System).

Attempt any two

(A) How can you say that ANFIS is fazzy inference svstem and it has adaptability'l

(B) Using your own intuition, develop fuzzy rnembership functions on the real line for the

fuzzy number "near Io zero", using the Syalmetric tnangle, Trapezoids, Gaussialt

functions,
(C) Explain yarious defuzzification rnethods used in fuzzy lagic controller and compare

them.

END CF PAPER.
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