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Exam No:

GANPAT UNIVERSITY
M'TECHSEM.I(ComputerEngineering)REGUI-AREXAMINATIONNOV-DEC20L6

3CE101: Computational Intelligence

MAX. TIME:3 HRS MAX. MARKS:60

Instructions: (1) This Question papef has two sections' Attempt each section in sepatate answel book'

(2) Figures on right indicate marks'
(r; n" pr".lr. ,ri to the point in answedng the descriptive questions.

SECTION: I

(6)

(") Discuss irecoverable, fecovelable and rgnorable.class of problems' lfhat kinds of strategies

can be incolponted to solve these types of problems?

(b) check whether the following problems are decomposable of not. Justifr youf answer also' (4)

(i) Chess (ii) Tower of Hanoi (iii) WaterJug (r) 8 puzzle

Q.1

Q. 1 Consider the followin g8 puzzleptoblem and derive its solution using BFS and heuristic

seatch technique. Also compat" *hi.h technique is found better' Elaborate yout answef'
(10)
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Q.2

(a)

(b)

Q.2
(a)

rvhat do understand by Heuristic? Discuss Hill climbing with an example'

Compate Breadth fust search and Best first search with an example

OR

Solve the following cryptarithmetic problem and also suggest the strategy' Also show the

statesPace' 
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(b) S?"hat are the advantages of heuristic search techniques?

(") Define the following terms

(, Backra;'king (ii) intelligeflce (iii) state space (iv) state space search

(b) Descdbe the problem of overestimation and underestimation rvith A*'

(4)

(8)

(2)

(4)
Q,3

t / t -

(6)



Q.4
(a)

(b)

SECTION: II

DefineLearninginNeuralNet'giorksandstatevatiousapplicationsofNeuralNetlrorks

Discuss vatious issues and challenges in back ptopagation leaming

OR

Q.4
(a) Explain various types of activation functions in neutal netwotks

(b)DefineFuzzylogicandshowitsvariousapplicationsinengineering

(6)

(4)

(6)

(4)

outputs. Initial weights (10)

find out final weights.

Q.5
(a)

(b)

Explain back ptopagation learning

Explain following tetms in reference of Neutal netwotks
- 
(r) Bias (ii) Learning rate 

OR

Consider the AND gate problem with bipolar inputs(Xl and X2) and

and bias te 0.4. L":t"1";-;^r" i, o.s. Develop a perceptron model and

Continue uP to 2 ePochs

Q.6Deve lopanAda l i nene twork fo rg i ven .da taw i thb ipo la r i npu tsand .b ipo la r ta rge ts 'Assume(10 ) . .
initial weight, ̂ nd bias as 0,3. S.il.urning rate 0.4. 

^Continue 
uP to 2 epochs and compute

ave:rage rnean squattd*"r*ot'", 
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