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GANPAT UNIVERSITY
M. Tech SEMESTER-II Computer Engineering

REGULAR EXAMINATION JTILY 2013
3CE203: Data Mining & Data Warehousing

[Total Marks: 70

Figures to the right indicate fi.rll marks
Each section should be written in a separate answer book
Be precise and to the point in yorrr answer
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SECTION-I

Q-l Answer the following:
(a) Prove tlrat the naive Bayesian classifier predi cts buys compute, : " yes "

for tuple X data given in Figure 1.
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Figure I

(b) Select the attribute with the maximum gain ratio as a splitting athibute and
construct the classification tree for the data as shown in fieure l.

OR
Q-l Answer the following:
(a) A software engineer at University is to design a data mining system to

. examine the university course database, which contains the following
information: the name, address, and status (e.g., undergraduate or
gaduate) of each student, the courses taken, and the cumulative grade
point average (GPA). Describe the architecture you would choose. What.
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is the purpose of each component of this architecture?

(b) Let I be the splitting attribute. I has v distinct values,{al, a2,.: : : , av},
based on the training data. Show the three possibilities for partitioning
tuples based on the splitting criterion with example

Answer the following:
The data for analysis includes the atfrblute age. The age values for the data
!u_nt91 are (in increasing order) 13, 15, t6, 16, 19,20,20,2t,.22,22,25,.
25,25,25,30,33,
33, 35, 3s, 35, 35, 36, 40, 4s, 46, 52, 70.

Ir2lQ-2
(a)

(i) What is the n ean of the data?What is ttre inedian?
(ii) What is the mode of the data? Comment on the
bimodal,trimodal, etc.).
(iii) What is the z idrange of the data.?

data's modality (i.e.,

(iy) Cg you find (roughly) the tust quartile (e1) and the third quartile
(Q3) ofthe data?
(v) Give thelve -numbdr summary of the data.

(b) A data warehouse consists of the three dimensions time, doctor, and,
patient, and the two measures count e[td. chaige, where charge is the fee

. that a doctor charges a patient for a visit.
(a) Enumerate three'classes of schemas that are poputarly used for
modeling data warehouses.
(b) Draw a schema diagram for the above data warehouse using one ofthe.
schema classes listed in (a).
(c) Staning with the base cuboid fday, dqctor, patientf, what specific
OLAP operationr should be performed in ordei to list the total fee
collected by each doctor in 2004?
(d) To obtain tle same list, write an SeL query assuming the data are
stored in a relational database with the schena fee (day, month, year,
doctor, hospital, patient, count, charge).

Answer the following:
The data for analysis includes the atfrbtrte age. The age values for the data
9-pl9! *. (in increasing oider) 13, 15, t6, t6, 19,20,20,21,22,22,25,
25,25,25,30, 33, 33,.35, 35, 35, 3s, 36, 40, 45, 46, 52,70.
(1) Use smoothing by bin means to smooth the data, using a bin depth of 3.
Illushate your steps. Comment on the effect ofthis technique for tle given
data.
(ii) How might you determine oatliers rnthe data?
(iii) What other methods are there for data smoothing?

A data warehouse for (Jniversity consists of the followine four
dimensions:
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student, course, sem6ter, and instructor, and two measure s count and, avggrade.

^Y:.:l t".l:*:* 
conceprual level (e.g., for a given student, course,semesrer, and rnstructor combination), the avg grade measurb stores tleactual conrse grade of the student. At higher ciriceptual levels, avg grade

stores the average grade for the given combination. 
'

(a) Dlaw a snowflake schema diigrzn for the data warehouse.
@) Starting with the base cuboid lstudent, ,ourr", ,ri)rr"r, instructorf,
what .specific Oltlp operatioru (i.g., rcll-up toi ,"^u*, to year)
should one perform in order to list the'averag" g.ua" oi lX courses foreach Big University stldent.
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Q.3
(a)

Answer the following: 
OR

TheApriori algoritlin usesprlor lmowledge of subset support prbperties.
(a) Prove that all nonempiy subsers of i f..qu.ot it.ilJt _urt aro U
f requent.  

- -  -  - 'vr1ev' r  r lvruuw'

b (b) Prove that the support of any nonempty subset s0 of itemset s must be' 
a1 least as great as the.support ois.

(b) A database has five transacti ons. Let min sup = 60%;o and min con f = g1vo. 1061
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Find all frequent itemsets using Apriori and Fp_growth, respectively.
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Q-4 Answer the following:
(a) what are the major- charenges of mining,a huge amount of data (such as 

ll2l
billions of tuples) in comparis.ol *itl, .ft;g-;"r;;i amormt of data (suchas a few hundred tuple data set)?

(b) Define each of the following daty yining functionalitiis: preprocessing;

ffi."1;n";."-e 
exaniples oi "*r, aut" "ioi"g-#"i""airy, using a real_

Answer the following: 
OR

)V1ite the sreps of working ofNaive Bayesian Classification . 
t12l

Give the applications of D.-ata Miniog in d"tuil. 
- ---

enswer the following:
Exrlain th6 STAR sci'ema with an exarnple and ouerv. tl2l
Discuss three tire architecture of Data W;;h;il;''

SECTION-II

enswer the following:
Explain the cube op"rutions in Data Warehousing.

disciplines.:rTX,*:.."*- 
and discuss the d"t".i.id;; confluence of muttiple
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Q-4
(a)
(b)

Q-s
(a)
(b)

Q-6
(a)
(b)

Q-6
(a)
(b)
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Answer the followinq: 
OR

3::l= 9:,gf:"&ssing steps of DataMining
rxpram malor issues in data mrnrns.

End of Paper
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