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GANPAT UNIVERSITY
M. Tech SEMESTER-II Computer Engineering

REGULAR EXAMINATION MAY 2014
3C8203: Data Mining & Data Warehousing

[Total Marks:70

1. Figures to the right indicate full marks
2. Each section should be written in a separate answer book
3. Be precise and to the point in your answer

SECTION.I

Q-l Answer the following:

(a) What is naiVe Bayesian classifier? With the same classifier prove that the
dataset given in Figure I nsver predicts buys computer : "no " for tuple X.
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Figure I

(b) What is gain ratio? Construct classification tree for the data as shown in [06]
Figure 1 by using the maximum gain ratio for selection of an attribute.

OR

Answer the following:
The following table*consists of training data from an employee database. 106l

The data have been generalized. For example, "3l :  :  :35" for age

represents the age range of 31 to 35. For a given row entry, count

represents the number of data tuples having the values for department,

status, age, and salary given in that row. (Refer Figure 2)'
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(b)

Q-2
(a)

deportnrent 5r0nf! 08e st/0ry coullt

lo

sales junior 'J6' ' ' 30 l6K' " 30K 40

snles iuuior 31"'35 3lK"'35K 40

"q'sterns jurrior ]l . ' ';5 4t'K" ' iOK 2il

$l':itenls seniur 'it"'35 trriK"'7tlK 5

systenls iutrior ?6"'30 {6K"'50K 3

s)'$etn$ senior 4l ' ' ' 45 66K' ' '70K 3

Inarlretiug settior 3$' ' ' 40 4tiK" ' 50K l0

ntorketing )rtninr' 51"'35 ' l lK"'45K it

serretiuy senior 46' ' .5* l6K' "40K 4

st(Ieftlrv ittnir:r 36' " i0 2o1i" ' 'lt)K 6

Figure 2

Let status be the class label attribute.
(i) How would you modify the basic decision tree algorithrn to take into

consideration the couni ofeach generalized data tuple (i.e., ofeach row

entry)?
(ii) Use your algorithm to construct a decision tree from the given data.

iiiD Ciu.n a ditatuple having the values "systems," 
*26' ' ' 30," and "4G

50K" for the attributes department, age, and salary, respectively, what

would a naive Bayesianilassification of the status for the tuple be?

Write an algorithm for Naive Bayesian Classification. 106l

Ansrver the follorving:
The data for analysis Includes the attribute age.The aSe yglyl for the data 106l

tuplcs oro (in inireasing order) 14, 16, 17 , 17 , 20, 21, 21, 22' 23' 23' 26'

26, 26, 26, 31, 34,34, 36, 36, 36, 36, 37, 4r, 46, 47, 53, 7 l '
(i) Find rhe mean & median of the data
(ii) Find the mode of the data?
(iii)Find the midrange of the data?

iluigy using binning method, smooth above data'

Given two objects represented by the tuples (22' 1' 42' l0) and 106l

(20 ,0 ,36 ,8) :
iiy 

' 
iornpuie the Euclidean distance between the two objects.

ii1 Compute the Manhattan distance between the two objects'

iiiiy Corpute the Minkowski distance between the two objects, using

q=3.

Ansrver the following:
Suppose that a data-warehouse consists of the four dimensions, date, t05l

,partutor, location, and game, and the two measures' count and charge'

*hrrc charge is the fare ihut u spectator pays when watching a game on a

g ivenda te .Spec ta to rsmaybes tuden ts ,adu l t s 'o rsen io rs 'w i theach
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category having its own charge rate.
(a) Draw a star schema diagra'm for the data warehouse.(b) starring with rhe b^.;;;oi; [date, ,p"rtuto,; rorarion, game], wharspecific OLAP operations should one perform in order to list the totalghltgr paid by student spectators at GM place in20l4?(b) A data warehouse can be modered by either. ;l; ;h;ra or a snowflakeschema' Briefly describe irtt"tirirrrities and the differences of the two' models, and then_anaryze their advantages and disadvantages with regardto one another. Give your opinion or ivhich ,lgrit-u, more empiricailyuseful and state the reasons UetrinO your answer.

OR

Q-3 Answer the following:
(a) with an exampre yiu show that the Apriori argorithm uses priorknowledge of subset support.prop.rti.r. Rrove that uii-ion.rnpty subsets of. a frequent itemset must-also be frequent.

(b) A database has five transactions .Let min sup = 20%
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Find all frequent iternsets using Apriori and Fp-growth, respectivery.
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SECTION-II

Q-4 Answer the following:
irl Explain ttte rote oiJaTa Mining for Biological Data Analysis. Iq6I

(b) Explain the data;;;;cessing-techniqueJwith an example 106l
OR

Q-4 Answer the following: 
heced on the k-mean 106riul Explain clustering of-a set of objects based on the k-means method.

(bi What is tt . ur" oT Jutu *ining in various fields? Discuss in detail' 106l 
.

Q-5 Answer the following:
(a) Explain major issues in data mining. t06l

(b) Discuss three tire architecture of Data Warehousing t06l
i ' : . ,

Q-6 Answer the following: t ii;)
(a) Explain the cube oprfrtion, in Data Warehousing' [051

6i Show the diagram and discuss the data mining ai a confluence of multiple [061

disciplines 
OR

Q-6 Answer the following: r,'<r
(a) Show & Explain tlre diagram of KDD process' 1 . 

rvJr

(b) Explain tfp typiruiframJwork of a data warehouse with an example' 106l

End ofPaper
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