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3ECIO2 SIGNAL DETECTION AND ESTIMATION

Time:3 H0URS.
Instructions:

Total Marlc: ?0

l. Attempt all queslions.
2. Answers to the two sections must be written in separate answer books.
3. FigLrres to the righl indicate l'ull marks. Assume suitable data, if necessarv.

SECTION.I

Explain alternative implernentation of Coreiation receiver for binary problem,
In communication systern the information source is binary, and produces zeros and ones
with equal probability, uses arnpritude shift keying (ASK) so rhat the received sisnals
Lrnder hvpotheses //l and H0 are

Hr : Y(t)=As(0+w(t), 0-.< r < r
Ho :  Y (1 ;=  w ( r ) , 0< r< I

The attenuation A produced by the communication channel is a Gaussian random variable
rvith mean zero arrd variance o!. The signal s(t) is determinisiic with energy E, and w(t) is
an additive uhite caussian noise with mean zero and power spectral density N012.
Determine the optimum receiver assuming minirnum probability of error criterion.

OR

Consider the prolrlem where conditional density functions under each hypothesis are
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(a) Deterrnine the decision rule in terms ofsufficient statistics.
(b) Assuming K independent observations. what would the decision rule be in terms of
suffic ient statistics?
How Composite hypothesis testing differcnt with Binary hypothesis testing? Explain
Composite hypothesis testing for random variable and nonrandom variable.
Write down and Explain ROC properties.
Explain application ofdetection radar tarset model.

OB

obrain the Matched ti lter Receiver for M-Ary detection and how Maximization of outout
Signal-to-Noise Ratio in this receiver?

Write a short note on signal detection applioaticn in binary symmetric channel.

Explain IVINIMAX Criterion With example.
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(B) Consider the binary hypothesis problem with received conditional probabilities 6

fvttu(y',HlJ= ufine)vtforlyl < 1 and
'1 1

IvwrAll) = 
4 

rect\1)

The hypotheses IfO and 111 are equally likely.
(a) Find the decision regir:ns for which the probability of error is minimum.
(b) Calculate the minimum probability of error.
(c) Find the decision rule based on the Neyman-Pearson criterion, such that the probability

of false alarm is constrained to be PF= 0.5.

SECTION.II

eUE, 4 (A) Explain baye's Estimation for random parameter and Consider the all cost firnction' 8

(B) Explain wiener filter and give the Relation between the Kalman and Wiener Filters. 4
OR

QUE.4 (A)
(B)

QUE. s (A)
(B)

Qrr r i .5  (A)
(B)

QUE.6 (A)
(B)

MAP Estimation for nonlinear estimation.
Consider K observations. such that

Yk=  m+ Nr '  k=  1 '2 ' " " 'K

Where m is unknown and Nls are staiistically independent zero mean Gaussian random

variables wilh unknown variance o 1.

(a) Find the esti ates fr and 62 for m and o2, respectively.
(b) l$ fi an efficient estimator?
(o) Find the oondilional variance ofthe enor var(frin) i m|

What is Estimation theory? With estimation model.
Explain cramer-rao Inequality for notrandom parameter

OR
Explain application of Parameter estimation in Radar Systetn

Briefly explain the Kalman Filter.
Explain the Multiple parameter estimation for random parameter.

Consider the problem where the observed samples are
Yk=  M +  Nk ,  k=  1 ,2 , . . .  ,  K
M and Nk arc statistically independent Gaussian random variables with zero mean

and variance o' . Find ift,,,, . fiLu.,ap ,fr,1or,"
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