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3IT102: Computational Intelligence

Max Time: 3 Hoursl [Max Marks: 70

Instructions: l Figures to the right indicate full marks of the questron'

2. All questions zue comPulsory'
3. Each sectron should bi written in a separate answer book'

LECTION: I

Q:1 (a)

(b)

Q:l (a)

\- (c)

Q:2 (a)

(b)
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ClassiS the following problems according to AI problem

characteristics ... 
(t) Chess (ii) Missionaries and Canhibals (iii) Water Jug

stroiai tlre solution for the "Tower of Hanoi" of 4 disks' Suggest

the strategy also'
OR

Solve lhc following cryptarithmatic problem Ciear mentlon your

;;;;;t applied ti soive the problem' Suggest also the strategy'
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You are giu.r, ,*o water Jugs of 16 liters^ and 7 liters Only by

.J*titit tt. *ut", you hJve to obain 8 liters of water in 16

rit.rr 
"T:rig 

Devise the operators for.the probiem Also suggest

t6l
(b)

the strategt for the solution of the problem'

Q:2 il;;;;ft h;;;;n effecl? show its sol'tion with an.example

d#;';;;;"^"r " 
pt"tr"* for which Breaclth first searc'h

illi;o1t*uJa"'iiun b"pt first search Also give.an'YTpt:
i", *fti"ft a"ptft first searcir would work better than breadth first

search. .Tustif, Your answer'
wrr"i L role tf heuristic? Attempt to describe good heuristic

funcfion.
(il Blocks wortd (ii) N-Qu".n 
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Whatare thedemer i tso fH i l l c l imb ing techn iques?Discuss in
detail.
C"rria"t the following 8 puzz)e problem solve it using A*

alsorithm. Show each solution steps'
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Q:4 (a) Discuss various types of activation functions.

(b) For the given foliowing problem, apply perceptron learning and at
th3.e1d of I epoch, find rhe nu-bir-oi mistlassificationi Begin
with initial weights and bias are L
Class 1 : (3, 1), (4,2), (5, 3), (6, 4)
C lass  2 :  (2 ,  2 ) , (1 ,3 ) , (6 .4 )

Elaborarc rhe following keywords

^_ !r) ^knowledge 
(ii) Computationaily intelligent system( ompare Best first search with A* algorithm.

Discuss Alpha-Beta cutoff procedure with an examole.

SECTION: II

(a) Given training samples fr. om fwo linearly separable classes, tle t6]perceptron tranning algorithm terminates after a finite number ofsteps, and correctly classify all elements, irrespective ofthe initral
random non-zcro random weight vector w-6.

(b) Consider the OR gate truth table. Develop a perceptron model. t6lShow.the iteration up to 1 epoch. tnitiat weignts and bias are 0.5.
Leaming rate: I .

(a) Consider the following problem. Solve ir using Backpropagation tgllearning. Go up to 1 epoch. Input pattern t0.6 0.gl is piesenrecl
and target output is 0.9. Use learning rate: O.i. tnitiaiweights have
been shown on the edses.
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(c)
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(b) Compare Biological Neural networks with Aitificial
Networks.

Discuss the practical issues in Back propagation leaming.

Brief l  y txplain competir ive Iearning.

Neural I3l

Q:5 (a)

(b)
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Q:6 (a)

(b)

(cJ

Explain commoniy used membership functions in Fuz.zy sets and
relations
Briefly explain Quick propagation.

Compare Supervised learning vs Unsupervised learning
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