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GANPAT UNIVERSITY
M. Tech Sem. III Computer Engineering/Information Technology

Regular Examination Nov-Dec 2015
3C8301/3IT3 0 I : Data Cornpressiou

Max Time: 3 Hoursl [Max Marks: 60

Instructions: Figules to the right indicate ful l  rnarks of the question.
All questions are compulsory.
Each section should be rvritten in a separate answer book.

SECTION: I

Apply arithmetic coding to encode a sequence 1 3 3 2 and Generate a
tag.
Define the Prefix code and uniquely decodable codes with an
example

OR
You are required to encode a message [d e c o d e], where alphabet t8]
consists of 26 letters. Apply the adaptive Huffman procedure.
Bliefly discuss the advantages of arithmetic coding over Huffman l2l
codes.
Piove that ior the iid solrrce, i6]

H(S") : irH(s)
Consider the source S : {o, , e2, il3, aa} with the following probability L4l
d is t r ibut ion.
p(a l )  :0 .3,  p(a) :0 .3,  p(a3)  :0 .25 and p(aa)-0.15.  Calcu late the
entfopy of thc source. Also say what could be the maxinruru entlopy
oI the source S under  rvhat  k inds of  probabi l i ty  d is t r ibut ion?

OR
Suppose that set of alphabets is {a,b,c} and probability clistribution is IS]
p(a):0.5, p(b) = 0.4 and p(c) =0.1. Let 's assume that both the
encoder and decoder know the length of the message is always 3.
Answer the lol lowing question.

1) How many bits are needed to encode a nessage bbb by
Huffman coding ancl alitlrmetic coding?

Compare LZ77 andLz78. LZl
A sequence is encoded using the LZW algorithm and the initial
dictionary is shown in table below l7l
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Output of the LZW encoder is
634s231629n16
sequence.
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the following sequence.
12144201082313 ,

l  o f2

Decode this



(b) Define tlie following terms
( i) Conditional Entro_py (ii) D i fferenti al Entr.op y

SECTION: II

Briefly explain GIF and PNC graphics format

Discuss the property of Discrete Cosine transformation
OR

obtain the Discrete cosine transfonnation of the following matnx using
v=AUAr 

ra n1tZ 2ia=[3  sJ
Briefly Explain Motion compensationH 263.

Discuss the Encoder and Decoder for Hierarchical mode of JpEG

1" 62
Prove that R(D) = 

;log; f or o' ( D for the Gaussian Source

OR
(a) Explain H26l Encoder in'cletail.

(b) Explain the purpose of using DCT and zigzagordering in JpEG

(a) Explain logarithmic search for extracting Motion vectors

(b) Briefly Explain Lloyd-Max Quantizer.
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